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Abstract. Motivated by the increasing attention given to automated information 

campaigns and their potential to influence information ecosystems online, we ar-

gue that agent-based models of opinion dynamics provide a useful environment 

for understanding and assessing social influence strategies. This approach allows 

us to build theory about the efficacy of various influence strategies, forces us to 

be precise and rigorous about our assumptions surrounding such strategies, and 

highlights potential gaps in existing models. We present a case study illustrating 

these points in which we adapt a strategy, namely, amplification, commonly em-

ployed by so-called ‘bots’ within social media. We treat it as a simple agent strat-

egy situated within three models of opinion dynamics using three different mech-

anisms of social influence. We present early findings from this work suggesting 

that a simple amplification strategy is only successful in cases where it is assumed 

that any given agent is capable of being influenced by almost any other agent, 

and is likewise unsuccessful in cases that assume agents have more restrictive 

criteria for who may influence them. The outcomes of this case study suggest 

ways in which the amplification strategy can be made more robust, and thus more 

relevant for extrapolating to real-world strategies. We discuss how this method-

ology might be applied to more sophisticated strategies and the broader benefits 

of this approach as a complement to empirical methods. 

Keywords: Social influence, opinion dynamics, automated information cam-

paigns, social bots. 

1 Introduction 

1.1 Bots and automated information campaigns 

Concerns about the ability to conduct large-scale opinion manipulation through social 

media have existed for several years now, but continue to grow [1-3]. Many of these 

concerns highlight the use of automated social media accounts to artificially amplify 

some message, the assumption being that more people will adopt the viewpoint es-

poused by the message than would hold that opinion otherwise. These automated ac-

counts are variously referred to as “bots,” “social bots,” and “influence bots,” among 

others. 
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Many studies exist which describe how bots propagate various messages, perhaps in 

the form of links to articles, but the effects these bots have on a population’s opinions 

is poorly understood, owing to the difficulty of measuring such an effect. While studies 

exist which show that misinformation is able to spread quickly within social media 

while also noting the presence of bots attempting to propagate misinformation [4], it is 

difficult to say what degree of influence bots have on the social spaces in which they 

operate. In the absence of useful empirical work about the effects of such a strategy, we 

posit that theoretical knowledge gained from agent-based models is useful, despite the 

simplifications involved in moving the focus from a human population to artificial 

agents. 

1.2 Agent-based models of social influence 

While there is tremendous variety among existing models of social influence, they all 

generally describe a process by which a population of agents, each possessing some 

state, change their states over time as a result of interacting with other agents. Agent 

states are typically likened to opinions and attitudes; thus, social influence models are 

analogized to the changing of opinions within a population over time. Three broad clas-

ses of social influence models are identified in [5]: assimilative influence, similarity-

biased influence, and repulsive influence. 

Assimilative influence. Agents that behave according to assimilative influence always 

reduce their differences in interactions, typically resulting in the entire population con-

verging at a consensus state. 

Similarity-biased influence. Similarity-biased influence models add some require-

ment to this process, typically in the form of a distance threshold: if agent i’s state is 

within some distance from agent j’s state, then j’s state will update to become closer 

(i.e. more similar) to that of agent i; otherwise, agent j’s state remains unchanged. This 

type of model is also referred to as the Deffuant model [6], and is also referred to as a 

bounded confidence model, following [7]. Depending on the similarity threshold used, 

models of this type may result in agents reaching a consensus state just as in assimila-

tive influence, but as the criteria for influence becomes stricter, agents may become 

divided into clusters that remain stable over time.  

Repulsive influence. Repulsive influence models go a step further, allowing agents to 

become more dissimilar depending on some defined criteria. Repulsive influence mod-

els are capable of generating bipolarization, in which the agents split themselves into 

two clusters on the extreme poles of the range of possible states. Of the three classes, 

repulsive influence is the only one that can result in agents moving outside their initial 

range of states [5]. We assess the same social influence strategies using each of the 

three mechanisms and compare the results. 
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1.3 Opinion control as automated information campaign 

A highly analytical study of how the opinion dynamics produced in similarity-biased 

models (or bounded confidence models) is given in [8]. In this study, we carry out sim-

ilar work, but extend the behaviors analyzed to also include assimilative influence and 

repulsive influence. The case of repulsive influence will prove to be particularly inter-

esting in that it is capable of generating behavior which may seem counterintuitive. 

We do not contend that there is a clear, one-to-one relationship between conclusions 

drawn from the models we describe to the actual automated information campaigns and 

their effects on people, which motivate this study. However, agent-based models are 

fully capable of describing any bot observed in the real world. This is true since a bot 

is an automated account; thus, its behavior must be describable by a computer program. 

The same is true of the artificial agents which populate these models. The relationship 

between humans and artificial agents is much less clear. There is a great deal that can 

be learned about automated information campaigns from agent-based models, though 

it requires care in interpreting results. Many excellent studies exist which explore the 

ways in which agent-based models are useful despite their potentially complicated re-

lationship to the “real-world,” and we suggest interested readers consult [9] and [10]. 

2 Model 

2.1 Neutral population 

Each of the experiments we describe in this paper are simulated in exactly the same 

way, except for the particular social influence mechanism used. We use the discrete set 

of possible agent states, {-1, -0.99, …, 0.99, 1}. In each model run, there is a neutral 

population of 100 agents. These agents are neutral in that they are not engaging in any 

opinion manipulation strategy—they simply share their own opinions with complete 

transparency and update their opinions according to the particular social influence 

mechanism being used. Each agent is initialized with an opinion that is uniformly dis-

tributed across the opinion range. Each run consists of 5,000 time steps. At each time 

step, two random orderings of agents are generated. One specifies the order of agents 

to play the role of sender, the other specifies the order of agents to be receivers (with 

the constraint that the same agent cannot be in the same spot in line in both lists). In the 

random order just specified, each sender and receiver are paired to interact. 

In the case of assimilative influence, the receiver’s opinion is updated to be the next 

possible state closer to the sender (i.e. the new opinion will either be 0.01 more or less 

than the current opinion, depending on which brings the receiver closer to the sender). 

In the case of similarity-biased influence, if the distance between the sender’s opinion 

and the receiver’s opinion is greater than the threshold parameter, ε, then the receiver 

does not update its opinion. If the distance between their opinions is less than ε, the 

receiver updates its opinion to be closer to the sender. However, if the distance is equal 

to ε, either option—update to be closer or stay the same—is randomly chosen with 

equal probability. The case of repulsive influence is identical to that of similarity-biased 
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influence, except that the receiver’s state will be updated to the next possible state fur-

ther away from the sender, if either the distance between the sender and receiver’s 

opinions is greater than ε, or if the distance is equal to ε in which case the receiver’s 

state will become either closer or further away from that of the sender with equal prob-

ability. In all cases, if the receiver’s state is the same as the sender’s state, then the 

receiver’s state is not updated. 

2.2 Manipulative agents and influence strategies 

In order to assess the efficacy of an influence strategy, such a strategy must be suffi-

ciently well-specified so that it can be implemented as agent behavior. In this paper, we 

are particularly interested in assessing amplification strategies, motivated by the ob-

served behavior of bots being used to amplify certain messages. To do this, we add 

some number of manipulative agents to the neutral population. These manipulative 

agents are not subject to the same rules as the neutral agents. Instead of both sending 

and receiving opinions, they only send opinions; the rationale being that they are bot-

like agents, incapable of having their opinions changed through interactions. Instead, 

they only exist to amplify some specified opinion. We assume that neutral agents are 

incapable of distinguishing between neutral and manipulative agents. 

In simulation runs with manipulative agents present, the same steps take place as 

described for the neutral population, except that, after all neutral sender/receiver pairs 

have interacted in a time step, each manipulative agent is randomly paired with a neutral 

agent that receives the manipulative agent’s opinion. Thus, each neutral agent is still 

able to act as a sender with potential influence once each time step, but some neutral 

agents will play the role of receiver multiple times: once with a neutral sender and one 

or more times with a manipulative sender. There is no constraint that the neutral agents 

being manipulated must be unique each time step, so the possibility exists that they may 

be randomly chosen multiple times in a single time step. 

In each strategy (described below), we define an amplification parameter, α, to de-

note the number of manipulative agents as a proportion of the neutral population. For 

example, if α is 0.05, then five manipulative agents are used in the simulation run. An-

other way to interpret α is as an approximation of the proportion of neutral agents that 

will be potentially manipulated within each time step. Thus, an increase in a strategy’s 

amplification, α, corresponds to an increase in the proportion of neutral agents which 

are manipulated in each time step. 

To assess a strategy’s efficacy, we follow [8] in defining a target opinion, though we 

limit this target opinion to a single state: 1. This allows us to score a strategy based on 

the proportion of neutral agents that possess the target opinion at the end of a simulation 

run. Thus, a score of 1 indicates that the entire neutral population held the target opinion 

at the end of a simulation run. We assess each strategy within the context of assimilative 

influence, similarity-biased influence, and repulsive influence. For the cases of similar-

ity-biased and repulsive influence, we examine results using two values of the threshold 

parameter, ε: 0.9 and 0.6. For each unique set of model parameters, we run 500 simu-

lations, from which average scores are calculated. 
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Simple amplification strategy. To assess a simple amplification strategy, the manip-

ulative agents simply send the target opinion, 1, in every interaction with neutral agents. 

Shifting amplification strategy. For comparison, we also assess a slightly more com-

plex strategy in which manipulative agents initially send an opinion different from the 

target opinion, but shift the signal by some specified interval so that they arrive at the 

target opinion—1—within the 5,000 total time steps. We implement this strategy in 

three different ways: 1) manipulative agents start at opinion -1 and shift by 0.01 every 

200 time steps; 2) manipulative agents start at opinion -0.4 and shift by 0.01 every 300 

time steps; and 3) manipulative agents start at -0.1 and shift by 0.01 every 400 time 

steps. 

3 Results 

3.1 Assimilative influence 

The simple amplification strategy is sufficient for consistently moving the entire neutral 

population to the target opinion when assimilative influence is used. Without the pres-

ence of a strategy, the population forms a consensus near the average opinion from the 

agents’ initial states. When the simple amplification strategy is used, this consensus 

still forms, but is then pulled to the target opinion (Fig. 1). 

 
Fig. 1. Comparison of the mean opinion of the neutral population over time under assimilative 

influence using the simple amplification strategy with three different amplification values, α. 

Results displayed for N=100 agents with initial opinions uniformly distributed across the opinion 

range. Under these conditions, increasing α results in the mean opinion of the population reaching 

the target opinion, 1, more rapidly. 
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3.2 Similarity-biased influence 

Under the assumptions of similarity-biased influence, the simple amplification strategy 

is successful only for ε = 0.9 and with sufficient amplification. However, the three shift-

ing strategies were able to move to the entire population to the target opinion in every 

simulation run. (Fig. 2). 

 
Fig. 2. Mean score comparison of the simple and shifting amplification strategies under the sim-

ilarity-biased influence mechanism with ε=0.9. Under these conditions, the simple amplification 

strategy is capable of moving the entire neutral population to the target opinion, but requires 

sufficient amplification to do so. 

When the threshold, ε, is decreased to 0.6, the simple strategy never moves the entire 

population to the target population, though it can move some proportion of the popula-

tion. Two of the three shifting strategies succeed reliably in moving the whole popula-

tion to the target opinion. Notably, the third shifting strategy performs slightly worse 

on average as α is increased (Fig.3). 
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Fig. 3. Mean score comparison of the simple and shifting amplification strategies under the sim-

ilarity-biased influence mechanism with ε=0.6. Under this more restrictive threshold value, the 

average proportion of agents moved to the target opinion by the simple amplification strategy 

does not exceed 0.5. Increasing α does not always result in a higher score as seen when α is 

increased from 0.15 to 0.30 in the mean scores of the simple amplification strategy and the third 

shifting strategy. 

3.3 Repulsive influence 

Under the repulsive influence mechanism, the neutral agent population bipolarizes and 

thus some proportion of the population reaches the target opinion even without the 

presence of an influence strategy. Here, the simple amplification strategy performs 

worse on average than using no strategy at all in moving the neutral population to the 

target opinion. Increasing α lowers the mean score of the simple strategy for the two 

threshold values we explore (Fig. 4 & 5). 

When ε = 0.9, only one of the shifting strategies we explore is capable of reliably 

moving the entire neutral population to the target opinion, though sufficient amplifica-

tion is required for this to occur (Fig. 4). When ε is further decreased to 0.6, neither the 

simple nor shifting strategies are able to move the entire neutral population to the target 

opinion, though the first and third shifting strategies are capable of moving a majority 

of the population to the target opinion (Fig. 5). 

 

Fig. 4. Mean score comparison for each influence strategy when ε=0.9 under the repulsive influ-

ence mechanism. Of the strategies analyzed, only the third shifting strategy is capable of reliably 

moving the entire neutral population to the target opinion, but does so only for α=0.3. This strat-

egy also displays a nonlinear effect of increasing α: the mean score lowers when α is increased 

from 0.05 to 0.15, but then increases when α is further increased to 0.30. 
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Fig. 5. Mean score comparison of the simple and shifting amplification strategies under the re-

pulsive influence mechanism with ε=0.6. None of the explored strategies succeed in moving the 

entire neutral population to the target opinion. 

4 Discussion 

Our findings suggest that it is likely incorrect to assume that automated information 

campaigns are capable of causing a majority of individuals to adopt an opinion simply 

by artificially amplifying that opinion, except under fairly strict assumptions. It is cru-

cially important to note that all of the results described above do not have a concrete 

relationship with actual automated information campaigns intended to manipulate ac-

tual human populations. However, these theoretical results do indicate a few useful 

points. The effectiveness of automated information campaigns, carried out by bots, is 

often assumed to follow simply from the repetition of opinions by bots. Yet, even in 

the highly simplified models we discuss, this repetition—corresponding to our simple 

amplification strategy—is only effective under extremely narrow conditions. As soon 

as any sort of criteria is introduced for influence to take place, whether in similarity-

biased influence or in repulsive influence, the simple repetition of an opinion becomes 

much less reliable at affecting opinions or even completely ineffectual. 

This work suggests several next steps for future research. One such step is to exper-

iment with the addition of counter-strategies, where one strategy might have 1 as its 

target opinion, while the other might have -1. Another step is to conduct similar exper-

iments, but with the addition of network topologies governing which agents are able to 

interact with each other and to then assess influence strategies within various topolo-

gies. Additionally, redefining the goals of an influence strategy may be useful. For ex-

ample, instead of a strategy having a target opinion, it may have a target distribution of 

opinions, such as bipolarization or a uniform diversity of opinions. 

In conclusion, we have suggested that agent-based models can make a useful contri-

bution to the study of automated information campaigns. They do so by forcing us to 

acknowledge the logical outcomes of our assumptions, and thus see how well-founded 

those assumptions are. Additionally, the ways in which these highly simplified models 
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violate our common sense are likely to lead to ways in which models of opinion dy-

namics can be improved. Perhaps it seems too easy to manipulate the agents under as-

similative influence because there is some key ingredient absent from the model, such 

as the perceived credibility of agents. Digging into these violations of our intuition will 

likely lead to more robust models of opinion dynamics generally. 
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